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For all significance tests, use o = 0.05 significance level.

Q.1. Two multiple linear regression models were fit relating price of art works (Y = log(sale price)) to the following
predictors: surface area (SA) of the object, the medium of the object (collage, drawing, painting®, photograph, print,
sculptures). There were 5 dummy variables for medium (Mj,...,Ms), with painting being the reference category. The first
model had a linear trend for year (t), while the second model had 12 dummy variables (Y1i,...,Y112) for the 13 individual
years (thus not forcing the trend to be linear). The models and results are given below, based on a sample of n =518
artworks sold during the 13 year period 1997-2009.
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=]

T s 12 >
Model 2: E{Y} =B, + Bs,SA+ B, M+ B, Yr, R} =555 @ @
i=1 i=1

p.1.a. Give the number of parameters for the models. Model 1: g Model 2: Z q

p.1.b. For Model 1, test Ho: Bsa=PBmi =Pve =Pz = Bms = Pms = Bt =0
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p.1.c. Model 1 is a special case of Model 2, with the yearly trend being a straight line, while Model 2 allows any structure
for the year effects. Based on comparing Complete and Reduced models, test between the following hypotheses.

Test Statistic

Ho: Model 1 is appropriate (linear trend) versus Ha: Model 2 is appropriate (trend is not linear)
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Q.2. A regression model was fit, relating the heat capacity of solid hydrogen bromide (Y, in cal/(mol*K)) to Temperature
(X, in degrees Kelvin) based on n=18 experimental runs. The temperatures were centered (for computational reasons), but
this has no effect on predicted values or Sums of Squares. The following 3 models are fit where the mean temperature was
145.16.

Model 1: E{F}=f,+8,(X-X) ¥ =112756+0.0216(X ~145.16) SSE,=0.1945 SSK =3.3889

Model 2: E{V}=4,+5, (X-Z\?)wl(x-f)z Y? =11.1596+0.0192(X ~145.16) +0.00029 (X ~145.16)°  SSE, =0.0370 SSR, =3.5465
J— —2 —\3

Model 3: E{¥}= g+, (X-X)+B,(X-X) +5,(X-X)

Y =11.1718+0.0155(X-145.16)-I»O.00021(X—145.16)2 4-0.0000059(1\’—145.16)3 SSE, =0.0172  SSR, =3.5662

p.2.2. For Model 3, Test H,: B, =f3, =3, =0.
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p.2.b. What proportion of the total variation in Y is “explained” by the predictors in Model 2.
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p.2.c. Give the predicted heat capacities for temperatures X=125.16, 145.16, and 165.16 for each Model.
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Q.3. An experiment was conducted relating viscosity of flour used in baking ice cream cones (Y, in degrees MacMichael)
to the conents of moisture (X, in %), protein (Xp, in %), and ash (X4, in percent) for » = 39 flours obtained from
different flour mills. The following models were fit, with the results for Model 3 given below. All models assume errors
are independent and normally distributed. ’

Model 1: Y=8,+8,X,+¢ Model2: Y=, + 6, X, +B,X,+¢
Model 3: Y =8+ 8, X, + B X, + B, X, +¢

Zeacl. 3

ANOVA 2 ¢ach lek 2 ”Bf | | Coefficentandard - tStat .025)

g | S| M| F | A  Intercept| 1536|8329, BL|= 2ot
Regression | 3 | 40091 33/ ¢y |73 | GiBRR moisture| 415 438 .9y ok
Residual |25 | 1016483 220 - 0% orotein | 1999 27 A2¢ -
Total 3] 34259.74 s | -8 153 -13% o

- p.3.a2 Compute the coefficient of determination, R? for the above model (Model 3).
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p.3.b. Complete the ANOVA and regression coefficients tables and test 1) whether the Viscosity is related to any of the

content variables Ho:Bm = p = Ba= 0 and 2) whether Viscosity is related to the individual content variables, controlling
for the others Ho: Bi = 0.
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p.3.c. The Regression Sums of Squares for Models 1 and 2 are SSR; = 8869.33 and SSR, =23834.15, respectively. Give
the following sequential sums of squares.
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SSR(Xa) = EZ@ 3 SSR(X» | Xa) = 14 %‘{‘ﬂf SSR(X | Xa,Xp) = 240} T6

p.3.d. Compute R)zyp .x, (the coefficient of partial determination between Y and Xp, given Xa).
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Q.4. A model was fit, relating US annual energy consumption to the following set of predictors: X; = GDP, X, = price of
electricity (pElec), X3 = population, X4 = price of natural gas (pNatGas), and Xs = price of heating oil (pHeatOil). A
second model is fit, with only GDP (X) and pElec (X»). The models were fit for the years 1984-2010.

27

Model 1: Y =, + B.X, + B, X, + B, X, + B X, + B X +¢& SSE =2.860 SSR =100.752 3 (e —e,,)’ =5.608
1=2

Model 2: Y = B, + B X, + B, X, +¢ SSE, =3.038 SSR, =100.574

p.4.a. The critical values for the Durbin-Watson statistic for » =27 and p = 5 are di. = 1.01 and dy = 1.86. Compute the
Durbin-Watson statistic for testing Ho: the errors are not autocorrelated and circle the best conclusion.
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p.4.b. Compute SSR(X3,X4,Xs | X1,X5)

D-W Statistic: Conclude: Reject Hyp Inconclusive
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p4.c. Test Ho: B3 =Pa=Ps=0 @
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Q.5. An experiment was conducted relating energy consumption (Y, in MJ) to fiber space velocity (X, in m/h) in a carbon
fiber production process. There were ¢ = 4 distinct fiber space velocity “groups”, with varying n; runs per group. The
lack-of-fit test for a linear relation is:

Hy:E{Y,} =, =P+ BX, i=l..n;j=1,.,4 HE{Y}=p ¢/30+ﬁ1
ANOVA l
df SS MS F lgnificance F fsv n_grp yhat_grp lybar_grp |s_grp
Regressio 1| 47.1060] 47.1060| 809.1265 0.0000 20 8 7.5625 7.7913 0.1283
Residual 28 1.6301 0.0582 25 9 6.4686 6.2143 0.0784
Total 29| 48.7361 : 30 5 5.3747 5.1922 0.0802
35 8 géz?cg 4.4523 0.0735

Coefficientygndard Err| _tStat | P-value
Intercept| 11.9381 0.2135] 55.9060 0.0000
fsv -0.2188 0.0077| -28.4451 0.0000

p-5.a. Give the fitted value for the linear regression for the 4™ group (X4 = 35).
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p.5.b. Compute the Pure Error Sum of Squares, degrees of freedom and Mean Square.
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p.5.c. Compute the Lack-of-Fit Sum of Squares, degrees of freedom and Mean Square.

A\

2 .
§(Zses—7.796) 1 9(Cuggsb.0005)% s(s39v3-5.602)°

FY(vatei- vs2) s gigp v T00F ((0c 4 2992 < Your
&ﬁf : Y-272

@ : 23
SSir = "i’ ¥oy T dfir = Z MSir = 7 ? 0

p.5.d. Give the Test Statistic, Rejection Region, and P-value relative to .05 for the Lack-of-Fit test.
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Q.6. A study related height (Y, in cm) to foot length (X, in cm) among n = 5195 adult South Koreans of ages 20 to 59. A

dummy variable (M = 1 if male, 0 if female) is created to reflect subject’s gender. Three models are fit (each assuming
independent, normally distributed errors with constant variance).

nl
Model 1: E{Y} =p,+pX Y =45.609+4.947X SSE =116921 SSR =313347
A2
Model 2: E{Y} =p,+ X +y M Y =65.574+4.031X +3.857M SSE, =108416.5 SSR, =321851.5
~3

Model 3: E{Y}=f,+BX +yM+6XM ¥ =66.910+3.972X +1.577M +0.096XM SSE, =108404 SSR, = 321864

p.6.a. Give the predicted heights for females and males with foot lengths of 23 and 25 cm based on model 3.
Fl2s - €¢a10 +3.9% (23) = ¢Ca0¢91.356 = [Sg.2¢c

Flus [S8.266 + 2(3.9%2) = |SC.0C + 7.9 = 14,210

mfas (66.%0 + 1.51) + (3472 0.0 )¥? (34874 V. 063(23)
7 (3,987 #G3.56Y= (L2 .05  Mfes: leros) 4 2(t.0¢8) = (70,182
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p.6.b. Based on models 1 and 2 test whether males and females differ in mean height, controlling for foot length.

Ho:yi=0 Ha:yi#0
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p.6.c. Based on models 2 and 3 test whether the slopes with respect to foot length differ for males and females.

Hot 61 = 0 HA161 —75 0
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Q.7. A regression model is fit, relating mobility (Y) to six predictor variables: GDP (X3), vehicles/km of road (X»),
population density (Xs), percent urban population (X4), land area (Xs), and population (Xs) for » = 38 island nations. The

Analysis of Variance for the multiple linear regression model is given below.

ANOVA .

df ; SS MS F ‘gnificance
Regressio .6 87.57 1460 2883  0.0000
Residual =~ 31 15.69 0.51
Total 37 103.26

p.7.a. A plot of the residuals versus predicted values is given below. It demonstrates which possible violations of

assumptions (circle all that apply).

Non-linear Relation between Y and X
J ek

Non-normal Errors ~ { Unequal Varianc Serial Correlation of Errors

Residuals versus Fitted Values

Y-hat

p-7.b. A second regression model is fit, relating the squared residuals (Y) to the 6 predictors (Xi,...,Xs). Conduct the
Breusch-Pagan test to test whether the equal variance assumption is reasonable. The sums of squares are given below.

ANOVA

| df  sS 7 gg@{ / 2 264.9%/ [3Y.73%
.Regressio! 6 269.47. - i = e e g ——,
Reidual 31 16687 Xﬁﬁ “ v (15.¢4 /3?)% 1708
Total 37 436.34 Csfé’/; } ’
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