STA 6167 – Exam 1 – Spring 2011  PRINT Name _________________________
Part 1: Degrees of Freedom in the Analysis of Variance 

Q.1. A linear regression model is fit, relating breaking strength of steel bars to thickness, length, and material type with 3 nominal levels (no interaction terms or polynomial terms are included in the model). The model is fit based on 50 experimental units and includes an intercept term .

    DF(Regression) ______________    DF(Error)_______________    DF(Total) _______________
Q.2. A Completely Randomized Design is conducted to compare 5 varieties of fertilizer on plant yield. Each variety is randomly assigned to 7 plots of land (each plot only receives one variety).
    DF(Treatments) ______________   DF(Error)_______________    DF(Total) _______________

Q.3. A Randomized Block Design is conducted to compare the bioavailabilities of 4 formulations of a test drug. A sample of 8 subjects is obtained, and each subject receives each formulation once (in random order with adequate time between administrations of drug). 

   DF(Treatments) _____________   DF(Block) _____________  DF(Error) ________  DF(Total) __________

Part 2: True or False
Q.4. For any regression model, Adjusted-R2 will be larger than R2.   ________________________
Q.5. If we continue adding new predictors to a regression model, the error sum of squares will never increase, but the error mean square may increase. _______________

Q.6. When using Bonferroni’s method of adjustment for simultaneous Confidence Intervals, as the number of intervals increases, the width of the individual confidence intervals will decrease.  ____________

Q.7. It is not possible to get a negative F-statistic when (properly) conducting a Complete versus Reduced F-test, when we are testing to determine whether one set of predictors is not associated with Y, after controlling for another set of predictors. _____________________

Q.8. A researcher states that her regression model explains 75% of the variation in her dependent variable. This means that SSE/TSS = 0.25, where SSE is the Error sum of squares and TSS is the Total sum of squares ______
Part 3: Problems
Q.9. A study was conducted to determine whether company size (X1=#Employees) and presence/absence of an active safety program (X2=1 if yes, 0 if no) were related with the lost work hours by employees in a 1-year period (Y). The sample consisted of 40 firms, 20 used the safety program, 20 did not. The model fit is:

Y = X1 + X2 + 
p.9.a. Complete the following tables (ANOVA and Coefficients) for the multiple regression:


[image: image1.emf]ANOVA

Source df SS MS F(obs) F(0.05)

Regression 90058

Error #N/A #N/A

Total 104811 #N/A #N/A #N/A

Estimates

Predictor Coefficient SE(Coef) t(obs) t(.025)

Intercept 31.67 8.56 #N/A #N/A

X1 0.014 0.0012

X2 -58.22 6.32


p.9.b. Controlling for company size, firms with the safety program are estimated on average to have _______   more / less lost work hours in 1 year than firms without the safety program.

p.9.c. What proportion of variation in lost work hours is “explained” by the variables X1 and X2 

p.9.d. Give the predicted number of lost work hours in 1 year for a firm with 10,000 workers and the safety program.

p.9.e. Based on Backward elimination with Significance Level to Stay (SLS) of 0.05, would you drop either X1 or X2 from the model?
Q.10. A study considered failure times of tools (Y, in minutes) for n=24 tools. Variables used to predict Y were: cutting Speed (X1 feet/minute), feed rate (X2), and Depth (X3). The following 2 models were fit (TSS=3618):
Model 1: E(Y) = X1 + X2 + X3     SSE1 = 874

Model 2: E(Y) = X1 + X2 + X3 + X1*X2 + X1*X3 + X2*X3 + X1*X2*X3         SSE2 = 483

p.10.a. Treating Model 2 as the Complete Model with all potential predictors, compute Cp for Model 1

p.10.b. Test whether all of the interaction terms can be removed from the model, controlling for all main effects. That is, test H0:  at  significance level:

p.10.b.i.   Test Statistic:

p.10.b.ii.  Reject H0 if the test statistic falls in the range: ______________________________________ 

p.10.b.iii. Based on this test, are we justified in dropping all interaction terms from the model?   Yes / No
Q.11. An experiment is run to compare t=4 meat packaging conditions. There were ni=3 replicates per treatment in the Completely Randomized Design. The response was a measure of bacteria count (high values are bad). The treatment means and standard deviations are given below for the model:  Yij = i + ij.
p.11.a. Compute the Treatment and Error Sum of Squares:

[image: image2.emf]Treatment Mean SD SS(Treatments) SS(Error)

1 7.48 0.44

2 5.50 0.27

3 7.26 0.19

4 3.36 0.40

Overall 5.90 Total


p.11.b. Compute the F-Statistic for testing H0: 
p.11.c. Conclude packaging condition true means not all equal if test statistic falls in the range ___________
p.11.d. Based on your test, the P-value will be    Larger / Smaller      than 0.05

Q.12. An experiment is conducted as a Completely Randomized Design with t = 5 treatments and ni = 5 replicates per treatment. The error sum of squares is SSE = 250. Compute Bonferroni’s minimum significant difference for all pairwise comparisons with experiment-wise error rate of E = 0.05.  

Bij =  

Q.13. A regression model is fit with p=6 predictors (and an intercept), based on n=20 experimental units. How large does R2 for the model need to be to reject H0:   at  significance level?
Q.14. A Completely Randomized Design is conducted with 3 treatments, and 8 replicates per treatment (independent samples). Once the measurements have been ranked from smallest to largest, adjusting for ties, you compute the rank sums to be: T1=110, T2 = 100, T3 = 90. You conduct the Kruskal-Wallis test,  = 0.05:

p.14.a. Test Statistic:

p.14.b. Conclude treatment means (medians) are significantly different if Test Stat falls in range: ____________

Q.15. A regression model is fit relating Peak Power Load (Y, in megawatts) to daily high temperature (X, in Degrees F) for a sample of n=10 days. The analyst believes that Peak Power Load will increase with temperature, and that the RATE of change will increase as temperature increases. The model to be fit is (along with estimates and standard errors): 
Model 1:   E(Y) = X + X2       
Model 2: E(Y) = W + W2     (where W is “centered” value of X, that is: W = X-91.5)


[image: image3.emf]Coeff StdErr t Stat P-value Coeff StdErr t Stat P-value

Intercept1784.1883 944.1230 1.8898 0.1007 Intercept 184.4443 6.0318 30.5786 0.0000

X -42.3862 21.0008 -2.0183 0.0833 W 7.4192 0.7288 10.1800 0.0000

X^2 0.2722 0.1163 2.3394 0.0519 W^2 0.2722 0.1163 2.3394 0.0519


p.15.a. Test H0:     vs   HA: based on Model 1 with  = 0.05:
p.15.a.i.     Test Statistic: _________________    p.15.a.ii. Reject H0 if test stat falls in range: ______________

P.15.b. Obtain a 95% Confidence Interval for 1 for Model 1. Does it contain 0?
P.15.b. Obtain a 95% Confidence Interval for 1 for Model 2. Does it contain 0? 

p.15.c. The correlation between X and X2 for Model 1 is 0.9995 and between W and W2 for Model 2 is -0.4116. Obtain the Variance Inflation Factors for Models 1 and 2 (Note that since there are only 2 predictors for each model, there will only be one VIF for each model.
Model 1: VIFX = VIFX2 =                                                 Model 2: VIFW = VIFW2 =                                                     
p.15.d.  Obtain predicted Peak Power Load when X=90 for Model 1, and when W = 90-91.5 = -1.5 for Model 2:
Model 1: 
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