STA 6127 – Spring 2009 – Exam 1     PRINT Name __________

A regression model is fit, relating a dependent variable Y to 3 predictors: X1, X2, X3 in the model:  E(Y) = +X1+X2+X3. If the regression is based on a sample size of 25 individuals, how large will the F-statistic need to be reject H0:  at the 0.05 significance level?

F must be LARGER or SMALLER than ________________________

In a 2-factor ANOVA, with factor A at 3 levels, and factor B at 2 levels, write out the regression model that allows for main effects of factors A and B, as well as their interactions:

E(Y) = _________________________________________________________

You find the following regression output in your department’s computer lab.

	 
	Unstandardized
	Standard
	 
	 

	 
	Coefficient - b
	Error
	t
	Sig.

	(Constant)
	25.00
	5.00
	5.00
	0.0001

	X1
	2.50
	1.00
	2.50
	0.0212

	X2
	1.25
	0.80
	1.56
	0.1339

	X3
	0.60
	0.60
	1.00
	0.3293


Suppose you wanted to test H0:  at the 0.05 significance level. What do you conclude?
 Reject H0                          Fail to Reject H0                  Need More Information

Based on the output, give the predicted value for someone with X1=10, X2=4, X3=10

For a 1-Way ANOVA, based on 3 groups, and 10 subjects per group, give the Between and Within Degrees of Freedom:

dfB = ______________________        dfW = ______________________________

A multiple regression model is fit, relating salary (Y) to the following predictor variables: experience (X1, in years), accounts in charge of (X2) and gender (X3=1 if female, 0 if male). The following ANOVA table and output gives the results for fitting the model. Conduct all tests at the 0.05 significance level:

Y = 0 + 1X1 + 2X2 + 3X3 + 
	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	P-value

	Regression
	3
	2470.4
	823.5
	76.9
	.0000

	Residual
	21
	224.7
	10.7
	
	

	Total
	24
	2695.1
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	39.58
	1.89
	21.00
	0.0000

	experience
	3.61
	0.36
	10.04
	0.0000

	accounts
	-0.28
	0.36
	-0.79
	0.4389

	gender
	-3.92
	1.48
	-2.65
	0.0149


Test whether salary is associated with any of the predictor variables:

H0: HA: Not all i = 0  (i=1,2,3)

Test Statistic _________________________

Reject H0 if the test statistic falls in the range(s) ________________________
P-value _____________________________

Conclude (Circle One)

An experiment was conducted to compare 4 lengths of viscose with respect to breaking strength. Samples of size 45 were run for each of the 4 lengths. Complete the following ANOVA table, and test whether we can conclude there are differences in true mean breaking strengths among the 4 lengths at the 0.05 significance level.

	Trt
	n
	Mean
	SD
	BSS
	WSS

	1
	45
	274.32
	4.45
	263.54
	871.31

	2
	45
	271.02
	2.94
	34.85
	380.32

	3
	45
	270.77
	3.72
	57.46
	608.89

	4
	45
	271.49
	4.07
	7.56
	728.86

	All
	180
	271.9
	 
	363.41
	2589.37

	
	
	
	
	
	

	
	
	
	
	
	

	ANOVA
	 
	 
	 
	 
	 

	Source
	df
	SS
	MS
	F
	F(.05)

	Between Groups
	 
	363.41
	 
	 
	 

	Within Groups
	 
	2589.37
	 
	 
	 

	Total
	 179
	 
	 
	 
	 


The standard error of the difference between any 2 sample means is 
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Use Bonferroni’s method to determine how far apart any 2 pairs of sample means must differ by to conclude the population means differ with an experimentwise error rate of E=0.05. Note that we are simultaneously comparing 6 pairs of means.

A regression model is fit, relating Y to X1 and 
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.  We add X2 to the model and R2 increases to 0.60. Give the coefficient of partial determination between Y and X2, controlling for X1.

A study was conducted to compare 2 brands of suntan lotion (Factor A). Further, there are 3 formulations (Factor B). Each of the formulations are made by each brand. There are 4 replicates for each of the 6 combinations of brand and formulation (N=24). We generate a dummy variable for Brand 1 (B1=1 if Brand 1, 0 if not) and 2 dummys for formulations 1 and 2 (F1=1 if formulation 1, 0 otherwise. F2=1 if formulation 2, 0 ow). 

We fit the following 2 models (the response was a measure of total color change):
Model 1 (Additive):  E(Y) = 1B1 + 2F1 + 3F2
Model 2 (Interaction): E(Y) = 1B1 + 2F1 + 3F2 + 4B1F1 + 5B1F2
For Model 1, R2 = 0.917,   SSE = 151.38,  MSE = 7.57

For Model 2: R2 = 0.946,   SSE = 99.61,  MSE = 5.53

Test H0: No Interaction between brand and formulation at the 0.05 significance level by completing the following parts:

H0 (In terms of parameters): __________________________________

Test Statistic:

Reject H0  if the test statistic falls in the range _________________________

Do you conclude that the formulation effects differ across brands? Yes or No
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