STA 6127 – Exam 3 – Spr `05  PRINT Name: ______________

1. A model is fit relating TEMPerature (Y) to the following 3 potential explanatory variables: LATitude, ELEvation, and LONgitude. The following table gives regression coefficients and t-statistics for all possible regression models:

	Predictors
	bLAT
	tLAT
	bELEV
	tELEV
	bLONG
	tLONG

	LAT
	-2.472
	-14.2
	---
	---
	---
	---

	ELE
	---
	---
	-0.005
	-6.49
	---
	---

	LON
	---
	---
	---
	---
	-1.802
	-3.02

	LAT,ELE
	-1.832
	-17.7
	-0.002
	-8.4392
	---
	---

	LAT,LON
	-2.187
	-27.9
	---
	---
	-0.744
	-8.4387

	ELE,LON
	---
	---
	-0.008
	-6.23
	1.959
	2.89

	LAT,ELE,LON
	-1.993
	-14.6
	-0.001
	-1.683
	-0.385
	-1.683


a) Based on stepwise regression with SLE=0.10 and SLS=0.10, give the models selected in order (write NO VARIABLES ENTERED if no new variables meet entry criteria). Be sure you include all aspects of the process (that is, the forward and backward elements). Hint: 2-sided tests with =0.10, are significant if |t| > t0.05 , n-k-1 

             Step 1:

             Step 2:

            Step 3:

2. A production manager for a factory is interested in estimating her firm’s total cost function based on amount produced. In particular, she is interested in determining whether the function is linear in output, versus whether it is nonlinear (either bends up or down with increasing output). She fits the model, based on 15 production runs of varying size, observing total cost (Y) and number of items produced (X). She fits the following regression model (assuming independent and normally distributed errors with constant variance) and obtains the following regression coefficients and standard errors:

	Parameter
	Estimate
	Std. Error

	Intercept
	10.0
	4.0

	X
	2.0
	0.4

	X2
	-0.10
	0.025
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a) Test whether her firm’s cost function is linear (H0) or nonlinear (HA) at the =0.05 significance level:

i) H0:   _______________                       HA:    ____________________ 

ii) Test Statistic: ____________________________

iii) She rejects the null hypothesis if her test statistic falls in what range(s) __________________

iv) Her P-value  is above / below 0.05
b) Which of the following plots represents her estimated cost function over the range X=0 to 20?
3. A researcher is interested in the effects of age and education level on math achievement scores of children in a public school system. He finds that the overall F-statistic for the regression model is highly significant (P<.0001), but the individual t-statistics are not significant (P’s > .10). This discrepancy is most likely due to:

a) Age being highly correlated with education level

b) Influential observations with respect to fitted values

c) Influential observations with respect to estimated regression coefficients

d) Unequal error variance

e) Non-normal data

4. A researcher fits a regression model with, based on 50 individual cases, and 5 explanatory variables (her model does contain an intercept term). Give the rules of thumb for determining whether her individual cases are highly influential with respect to their own fitted values and individual regression coefficients:

a) Own Fitted Values:  Observation is highly influential if ________________________

b) Individual Regression Coefficients:  if _______________________________

5. You find the following plots in your department’s computer lab. Which model assumption(s) are violated based on the plots (Normality, constant variance, linear relation, independence). Both are based on fits of simple linear regression models.
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6. When multicollinearity exists, we can still obtain good estimates of partial regression coefficients, but R2 may be adversely effected.   True/False
7. Any variable not selected by the following model selection methods will not have a significant partial association with Y, controlling for the variables in the final model:

a) Backward Elimination   True/False
b) Forward Selection           True/False
c) Stepwise Regression        True/False
8. A pair of political scientists are interested in what factors “explain” the party affiliation among registered voters in U.S. counties. They let the response be the percent of voters who are Republican, and consider three predictors: per capita income (PCI), percent who regularly attend religious services (REL), and median age (AGE). They consider all first order models (no interactions or polynomial terms).

The Mean Square Error for the full model (PCI, REL, AGE) is 50, based on a regression model fit on 100 counties.

a) For the model based on only PCI, the error sum of squares is 10,000. Compute Cp for this model.

b) The following table gives Cp for all models beside the PCI model. Fill in your answer from part a), and give the best model (in terms of predictors) based on the Cp criteria.

	Explanatory Variables
	Cp

	PCI
	

	REL
	6.00

	AGE
	12.20

	PCI,REL
	2.80

	PCI,AGE
	5.20

	REL,AGE
	3.50

	PCI,REL,AGE
	4.00








Violation  __________________
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