
Department of Statistics PhD Qualifying Exam January 2007
University of Florida

Instructions:

1. You have exactly four hours to answer questions in this examination.

2. There are 8 problems of which you must answer 6.

3. Only your first 6 problems will be graded.

4. Write your chosen identifying number on every page.

5. Do not write your name anywhere on your exam.

6. Write only on one side each page of paper, and start each question on a new page.

7. Clearly label each part of each question with the question number and the part, e.g., 1(a).

8. You must show your work to receive credit.

9. While the eight questions are equally weighted, within a given question, the parts may have
different weights.

10. Do not write too near the upper left corner of the page where the pages will be stapled
together.
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1. (a) Let X1, · · · , Xn be iid Bin(1, θ), where θ ∈ [0, 1], and let X̄ = n−1
∑n

i=1 Xi. Assume squared
error loss. Show that δ(X1, · · · , Xn) = nX̄+α

n+α+β is the Bayes estimator of θ under the Beta(α, β)
prior.

(b) Show that the Bayes estimator of θ found in (a) is an admissible estimator under squared
error loss.

(c) Let X1, · · · , Xp be independently distributed with pdf’s fθi
(xi). Let θ = (θ1, · · · , θp)T . Writ-

ing a = (a1, · · · , ap)T , suppose the loss in estimating θ by a is L(θ,a) =
∑p

i=1 L(θi, ai).
Consider the prior π(θ) =

∏p
i=1 πi(θi) for θ, where the πi are themselves pdf’s. Show that the

Bayes estimator of θ is given by δπ(X) = (δπ
1 (X1), · · · , δπ

p (Xp))T , where δπ
i (Xi) is the Bayes

estimator of θi under the prior πi.

(d) Let X1, · · · , Xp be independently distributed Binomial (ni, θi), i = 1, · · · , p random variables.
Assume the loss L(θ,a) =

∑p
i=1(θi − ai)2. Find the prior under which the estimator ((X1 +

α1)/(n1 + 2α1), · · · , (Xp + αp)/(np + 2αp))T is the Bayes estimator of θ = (θ1, · · · , θp)T .

2. (a) Let X1, · · · , Xn be iid with common pdf fθ(x) = (2x/θ3)I[0≤x≤θ], where θ(> 0) is unknown,
and I is the usual indicator function. Find the generalized likelihood ratio test of H0 : θ = θ0

against the alternatives H0 : θ 6= θ0. Show also that the critical region of this test can be
determined exactly using percentiles of a chisquare distribution.

(b) If gene frequencies are in equilibrium, the genotypes AA, Aa and aa occur in a population
with relative frequencies (1 − θ)2, 2θ(1 − θ) and θ2, where 0 ≤ θ ≤ 1. Let X1, X2 and X3

denote the corresponding observed counts in a random sample of size n. Find the MLE of θ,
and find also its asymptotic distribution.

3. Suppose that y ∼ N(µ,Σ).

(a) Show that the quadratic form y′Ay can be represented as

y′Ay =
k∑

i=1

λiWi,

where the Wi’s are independently distributed as noncentral chi-squared variates with mi de-
grees of freedom and noncentrality parameter θi, that is, Wi ∼ χ

′2
mi

(θi), i = 1, 2, . . . , k. Indicate
what λi, mi, θi are equal to.

(b) Use part (a) to derive the moment generating function of y′Ay.

(c) Let φ(t) denote the moment generating function of y′Ay found in part (b). Show that φ(t)
exists in a small neighborhood of t = 0, that is, for |t| ≤ t0 for some positive constant t0.

(d) Use part (a) to show that if AΣ is idempotent, then y′Ay has the noncentral chi-squared
distribution. Determine its degrees of freedom and noncentrality parameter.

(e) Show that if tr[(AΣ)2] = tr(AΣ) = r, where r is the rank of A, then y′Ay has the chi-squared
distribution.



Department of Statistics PhD Qualifying Exam 3

4. Consider the quadratic forms, Q1 = y′Ay, Q2 = y′By, where y ∼ N(0,Σ) and A and B are
nonnegative definite matrices of order n× n.

(a) Find the covariance of y′Ay and y′By.

(b) Show that if Q1 and Q2 are uncorrelated, then they are also independent.

(c) Show that E(y′Ay) ≤ λmax
∑n

i=1 σii, where λmax is the largest eigenvalue of A and σii is the
ith diagonal element of Σ.

(d) If Σ is known, can you compute the exact probability P (y′Ay > y′By)? Please explain.

5. Consider Yi ∼ Ber(πi) (indep), i = 1, . . . , n, where

logitπi = β0 + β1Xi1 + β2Xi2 + β3Xi1Xi2

where Xi1 and Xi2 are binary covariates.

(a) Derive the mle for β = (β0, β1, β2, β3) in closed form. Hint: you may need to introduce some
additional notation to do this.

(b) Interpret the coefficient β3.

(c) Suppose we replace the logit link with a probit link,

Φ−1(πi) = β?
0 + β?

1Xi1 + β?
2Xi2 + β?

3Xi1Xi2

where Φ−1 is the inverse of the cdf of a normal random variable. Derive the mle for β? in
closed form.

(d) Compare the mle’s under the probit and the logit link. Will any relationship you see between
the mle’s hold in general? Explain.

(e) Suppose that we replace the scalar random variables Yi with T -dimensional vectors Y ?
i =

(Yi1, . . . , YiT )T (e.g., repeated measurements on unit i). To account for correlation among the
components on Yi, we introduce a random effect into the probit formulation as follows:

Φ−1(πij(bi)) = β?
0 + bi + β?

1Xi1 + β?
2Xi2 + β?

3Xi1Xi2 (1)

bi ∼ N(0, τ2) (2)

where πij(bi) = E[Yij | bi]. So, the conditional (on the random effect) mean follows a probit
link. Derive the marginal mean, E[Yij ] and identify the link function. Is there a relationship
between the β coefficients in (1) and the corresponding coefficients in the model for E[Yij ]?

(f) Suppose we want to test for a missing covariate Xi3, but we don’t want to fit the more complex
model involving Xi3,

logitπi = β0 + β1Xi1 + β2Xi2 + β3Xi1Xi2 + β4Xi3. (3)

Derive a test for H0 : β4 = 0 which does not require fitting the full model in (3).



Department of Statistics PhD Qualifying Exam 4

6. Suppose Yi|πi ∼ Poisson(eiλi) and λi ∼ Gamma(α, β) for i = 1, . . . , n, where ei is a constant. Note:
The Gamma density is given by

f(λi) =
1

Γ(α)βα
λα−1

i exp(−λi/β) (4)

where E[λi] = αβ and Var[λi] = αβ2.

(a) Derive the marginal distribution of Yi.
(b) Derive the mean and variance. In particular, show that the mean can be written in the form

E[Yi] = eiλ and that the variance can be written in the following form, Var(Yi) = eiλh(ei, α, β).
Hint: λ will be a function of the Gamma distribution parameters, α and β.

(c) Comment on the form of the overdispersion induced by this gamma mixture of Poissons.
(d) Suppose we now index (α, β) by i and re-parameterize them as αi = eiδm and βi = 1

δei
. Derive

the variance under this parameterization and compare it to the one in (b).
(e) Given the parameterization in (d), now replace m with mi and model it as log mi = Xiγ.

Suppose we have a function that fits regular Poisson regression models and from it we obtain
an estimate of γ, γ̂. Given that we have an estimate for γ, propose a simple moment based
estimator of δ. Hint: This will be a function of γ̂.

7. Let X1, X2, . . . be independent random variables with

Xn =



±n2, with probability
1

12n2
each,

±n, with probability
1
12

each,

0, with probability 1− 1
6
− 1

6n2
,

and let Sn =
∑n

k=1 Xk. Prove that

Sn√
n3/18

 N(0, 1),

where  denotes convergence in distribution. Hint: Consider Yn = XnI{|Xn|≤n}, n ≥ 1. Recall
that

∑n
k=1 k2 = n(n + 1)(2n + 1)/6.

8. Suppose that {Xn, n ≥ 1} is a sequence of nonnegative random variables, and let

Mn = max
1≤k≤n

Xk.

(a) Prove that

E
(
MnI{Mn>α}

)
≤

n∑
k=1

E
(
XkI{Xk>α}

)
.

(b) Prove that if {Xn, n ≥ 1} is uniformly integrable, then

E(Mn)
n

→ 0.

(c) Give an example to show that the result of part (b) may fail without the hypothesis of uniform
integrability.


