


Analysis of variance Basis is decomposition of observations, sums
of squares and df, like in regression.

Decomposition of observations: Add and solTrack «1 )
tp ¢

Yy —Y ? Y )+ (¥ —Y) (1)
M. ﬂ/ﬁ: /\:JN
Decomposition of sums of mn:mqmm and degrees of freedom: v

Treabgg §5 >

tota| som of S wes
. r

MUMC@ ~Y.) = MUSAN.. -Y.)? MMUC@ ~Y.)? )&

i=1 j=1 i=1
np—1=(r—1)+ (nyr—r)

The decomposition of sums of squares holds because when you square
the right-hand side of Equation (1), the cross-product term is zero.
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Explanation of why cross-product term is zero:
Decomposition of observations:
Yij — Y. = AN.. IMI\..V + (Y — Yi)

When you square the right-hand side of the above equation, the
cross-product term is:

SN 2T - V(- Ta) =

i=1 j=1

Decomposition of sum of squares:

MU M&Aﬂc — I%nvw — MUBR%U — .WVN —+ MU MAN\ — I%nm.vm

i=1 j=1 i=1 i=1 j=1

SSTO = SSTR + SSE
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Ex. Kenton Food Company

Number of
Package Stores Mean SD
Design
I n; N.. AY]
1 5 14.6 2.302
2 5 13.4 3.647
3 4 19.5 2.646
4 5 27.2 3.962

Grand mean: Y. = (5(14.6) + 5(13.4) +4(19.5) + 5(27.2))/19 = 18.632
[Correct two typos below:]

18,632
SSTR = 5(14.6 — 18.632)* + 5(13.4 — 187682)% 4 4(19.5 — 18.632)*

+ 55— 18.632)2 — 588.2211

SSE = 4(2.302%) 4 4(3.647%) + 3(2.646%) + 4(3.962%) = 158.2
r 5

ﬁ
SSE= 7S ¢ = DD
o =

75 (6-1)
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Mean Square: a sum of squares, divided by its degrees of freedom.
Note that a mean square is a statistic and has a sampling distribution.

Me€an Sguare. Lor \?mzx\s&« MSTR = MIMH_W
,_
SSE
ngs m@im Ds i v MSE = nr —r
Define 1. to be the weighted mean of the p;,i = 1,...,r in the cell-means
model:
L Ml
\.s. — MU~|~ \E\
nr
Expected Mean Square: the mean of the sampling n_mm,H:\nwm.ﬁ@9n a mean
square. e wrollee
\Nn\ﬁo(: / 's N\ _ Vm
- n (LT
2 Mus.c: — t.vw TR = .;W..\\ll\\
E(MSTR) =0° + = -

r—1
E(MSE) = ¢°



EX. «w._op& I%wo+r@+_.ng\h True 1PwP§m+mﬁ valpes \\\\x\\ll

W=1S, pa= by pa=25 =45 0= LS
Take the mpiw_m S128 fo be 34\.\;@ ] Z_UMsu\nM@uwS_&

NHQ% E NZmﬂWJ ond  E Nzwm\v\
ﬂ.&ﬁ&\ w®+ v.w. - Mﬁlm\;“ — M\TU\V.T ;m\NZQVL l.\HOV *WNMM.V

. \\\\\\\\
~ 315 . (a.h
" [4 , N )
Z@i\ @ﬁ\ M_P. C;”s\;.%, _ wsm\S.qD +mgm\3® *‘#%o-\m.w lwmmi._
r- | 2 :
= [FE56
Then, B (MSTR) = A (7456 = 235 + | FHSE = 1T6.5

hpd E(MSE) = ot = L&D
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Outlie of Theoredical

ANOVA Table
Source Sum of df Mean Expected
of Variation Squares Square Mean Square
Treatment SSTR r—1 213
Error SSE np—r o
Total SSTO nr — 1
Kenton Food Company
Source Sumof df Mean F P
of Variation Squares Square
Treatment 588.22 3 196.07
Error 158.2 15 10.55
Total 746.42 18

¢

ANOVE table .

Practica)
>>\ E\> +9r ?\
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F Test for Equality of Factor Level Means
Hypotheses to be tested:

Ho: iy = pup =+ = u, VS,
H,: at least two of the means are not equal.

For somg » ;i ﬁ}.«
The F Statistic q rm\ F W?lrgv

MSTR

Fops = ————
obs MSE

For fixed r and ny, n,, ..., n,, if Hy is true then the distribution of F is

completely determined.
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Give proof based on the invariance argument:

Changing the common mean and common variance is equivalent to using
Y; = aY; + b. Show that the numerical value of Fy,s would not change.
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\\J\N eorem
%cm_ the distribution of Fops iS F,—; »,—,. The two parameters are

the numerator degrees of freedom and denominator degrees of freedom
(r—1,np—r). 3

If Hy is not true, the numerator MSTR will tend to be larger than what
would be expected if Hy was true. To see this, compare E(MSTR) when
H, is true, to E(MSTR) when H, is false.

So, under H,, F,,s Will also be larger than expected under Hy. So the test
consists of comparing the ratio with the 95% point of the F distribution
with » — 1 and ny — r degrees of freedom.

3The numerator is a x? r.v. divided by its degrees of freedom, and the denominator is
another x? r.v. divided by its degrees of freedom. The numerator and denominator are

independent of each other by Cochran’s Thm.
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